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ABSTRACT

Space–time spectral analysis of tropical cloudiness data shows strong evidence that convectively coupled n5
0 mixed Rossby–gravity waves (MRGs) and eastward inertio-gravity waves (EIGs) occur primarily within the

western/central Pacific Ocean. Spectral filtering also shows that MRG and EIG cloudiness patterns are anti-

symmetric with respect to the equator, and they propagate coherently toward the west and east, respectively,

with periods between 3 and 5 days, in agreement with Matsuno’s linear shallow-water theory. In contrast to the

spectral approach, in a companion paper it has been shown that empirical orthogonal functions (EOFs) of 2–6-

day-filtered cloudiness data within the tropical Pacific Ocean also suggest an antisymmetric pattern, but with

the leading EOFs implying a zonally standing but poleward-propagating oscillation, along with the associated

tropospheric flow moving to the west. In the present paper, these two views are reconciled by applying an

independent approach based on a tracking method to assess tropical convection organization. It is shown that,

on average, two-thirds of MRG and EIG events develop independently of one another, and one-third of the

events overlap in space and time. This analysis also verifies that MRG and EIG cloudiness fields tend to

propagate meridionally away from the equator. It is demonstrated that the lack of zonal propagation implied

from the EOF analysis is likely due to the interference between eastward- and westward-propagating distur-

bances. In addition, it is shown that the westward-propagating circulation associated with the leading EOF is

consistent with the expected theoretical behavior of an interference between MRGs and EIGs.

1. Introduction

In a companion paper (Kiladis et al. 2016, hereafter

K16), evidence was presented of a zonally standing

mode in antisymmetric convection about the equator

related to the n5 0 mixed Rossby–gravity wave (MRG)

and eastward inertio-gravity wave (EIG) continuum

from the equatorial shallow-water theory of Matsuno

(1966). As discussed in K16, while MRGs have been

studied extensively over the last half century in both the

troposphere and the stratosphere, individual cases of

EIGs are much more elusive, even though their spectral

signals are quite strong. K16 also show that MRG cir-

culations in the lower stratosphere are observed at all

longitudes along the equator, while eddies centered on

the equator-associated tropospheric MRGs are detect-

able over all ocean basins, but their strengths and time

scales vary with height. Moreover, MRGs coupled to

convection appear to be much more geographically

constrained to the west-central Pacific, with much

weaker coupling over the Atlantic and Indian Ocean

sectors. This confirms earlier work by Liebmann and

Hendon (1990), Hendon and Liebmann (1991), and

Dias and Kiladis (2014). Similarly, there is also an in-

dication that convectively coupled EIGs are strongest

within the western/central Pacific, with a much weaker

secondary peak in activity over the Indian Ocean sector

(Dias and Kiladis 2014; K16).

Observational studies based on spectral filtering show

thatMRGandEIG cloudiness perturbation patterns are

consistent with Matsuno’s theory in that they are anti-

symmetric with respect to the equator and they propa-

gate coherently with the tropospheric flow toward the

west and east, respectively. The period is, on average,
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close to 4.5 days for convectively coupled MRGs is and

is around 3 days for EIGs (Wheeler and Kiladis 1999;

Wheeler et al. 2000; Kiladis et al. 2009). Their combined

signals produce very strong peaks in the 3–6-day range in

raw spectra (Yanai et al. 1968; Wallace and Chang 1969;

K16). The results in K16 are based on a coherence

analysis of circulation and Cloud Archive User System

(CLAUS) tropical brightness temperature (Tb) data,

along with an empirical orthogonal function (EOF)

decomposition of the same data using a 2–6-day

bandpass-filtered Tb26. A striking result from K16 is

that the first two Tb26 EOFs are also antisymmetric with

respect to the equator but are dominated by poleward

propagation with a 3–5-day period, despite the fact that

their circulations are associated with westward-

propagating MRG-like eddies centered on the equator

expected from Matsuno’s theory. This implies that the

propagation characteristics of the leading modes of

synoptic convective variability in the Pacific inferred

from the EOF versus spectral analysis are not com-

pletely in agreement with one another. The main ob-

jective of this paper is to reconcile these two views. To

this end, we will extend the analysis fromK16 in order to

clarify whether the zonally standing pattern of oscilla-

tion in the western/central Pacific corresponds to a real

physical phenomenon or if it is an artifact of the EOF

analysis caused, for instance, by an interference signal

between westward- and eastward-propagating 3–5-day

disturbances.

Theories for MRG initiation in the troposphere range

from lateral forcing (Mak 1969; Lamb 1973; Hayashi

1976; Wilson and Mak 1984), to nonlinear wave–

convective instability of the second kind (Itoh and Ghil

1988), nonlinear resonance (Raupp and Silva Dias

2005), evaporation–wind feedback (Goswami and

Goswami 1991), or meridional and vertical shear in-

stabilities (Zhang and Webster 1989; Wang and Xie

1996; Xie and Wang 1996; Han and Khouider 2010;

Zhou and Kang 2013). One particular issue that is un-

resolved concerns the reason that convectively coupled

MRGs and EIGs are constrained to a relatively narrow

longitudinal sector. Observational studies such as

Zangvil andYanai (1980), Yanai and Lu (1983),Magaña
and Yanai (1995), and K16 find strong links between

lateral forcing and MRGs, although such forcing is not

confined to the western/central Pacific sector. Similarly,

Goswami and Goswami (1991) show that both MRG

and EIG instabilities only occur in their shallow-water

frameworkwhen surface basic-state winds are easterlies,

which is also not a feature exclusive to the western/

central Pacific sector. Both Itoh and Ghil (1988) and

Raupp and Silva Dias (2005) offer some compelling

arguments for the geographic selection of MRG and

EIG modes; however, to the authors’ knowledge, there

has been no observational support for their theories.

In summary, it appears that theories concerning the dy-

namics of MRGs and EIGs would benefit from a more

complete observational assessment of the behavior of

these types of disturbances.

There is ample evidence of local and remote impacts

of organized subseasonal tropical rainfall (Frank and

Roundy 2006; Gloeckler and Roundy 2013; Schreck

et al. 2011); however, most of the current climate models

poorly resolve this type of variability, and convectively

coupled MRGs and EIGs are no exception. For in-

stance, Hung et al. (2013) show that most models from

phase 5 of the Coupled Model Intercomparison Project

(CMIP5) do not reproduce the observed strong MRG

concentration over the western/central Pacific. In addi-

tion, CMIP5 precipitation space–time power spectra

along theMRG and EIG dispersion curve vary widely in

comparison with observations, from a complete lack of

MRG and EIG power, to having too strong of an MRG

signal, or to showing only a large wavenumber-0 spectral

peak. Model physical parameterizations are likely to

be a major source of these differences. In particular,

both the type and tuning of cumulus parameterizations,

which are key to the physical processes involved in the

coupling between convection and the larger-scale flow,

have been shown to strongly affect a model’s ability

to resolve convectively coupled equatorial waves

(CCEWs) and other tropical disturbances (Lin et al.

2008; Straub et al. 2010; Frierson et al. 2011). The diffi-

culties in modeling convectively coupled MRGs and

EIGs are perhaps not surprising given the large number

of disparate ideas put forth to account for their initiation

and maintenance. Observational understanding of the

nature of the coupling between MRG and EIG dy-

namics and rainfall is, therefore, an important step to-

ward improving the ability of models to predict and

simulate synoptic-scale variability in the tropics.

Here we investigate whether the observed MRG

and EIG convective variability in the western/central

Pacific is mainly due to a (i) zonally standing oscillation,

(ii) interference betweenwestward and eastwardwavelike

disturbances, or (iii) westward and eastward wavelike

disturbances that alternate in time. By interference in

(ii), we include both possibilities of preexisting west-

ward and eastward disturbances propagating toward one

another and continuing to propagate toward the west

and east, respectively, and also cases where westward

and eastward disturbances initiate simultaneously be-

cause of external forcing. Using the same datasets as in

K16, namely CLAUS Tb and ERA-Interim (ERAI), we

will show that there is evidence for all of these possi-

bilities in the data, and they are all consistent with

2148 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 73

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 06/28/21 06:38 PM UTC



Matsuno’s shallow-water theory. These three possible in-

terpretations of the EOF pattern from K16 are illustrated

in the time–longitude section of Tb26 shown in Fig. 1a,

which shows an initial period where there are westward

and eastward disturbances simultaneously near the date

line, followed by a period where there is a standing oscil-

lation in the same region and then a period of mostly

westward-propagating disturbances. Comparison between

Figs. 1a and 1b reveals that these disturbances are often,

but not always, antisymmetric with respect to the equator.

This asymmetry will be discussed in detail later.

The paper outline is as follows. In section 2, we review

MRG and EIG theory, and in section 3 we present an

EOF analysis of MRG and EIG theoretical shallow-

water modes. This analysis serves two purposes. First, by

using an input dataset containing a known signal, we can

test the ability of EOFs to distinguish between the types

of wave patterns described above in points (i), (ii), and

(iii). Second, it gives us insight into what we should ex-

pect from the Tb26 EOF analysis if convectively coupled

MRGs andEIGswere the dominantmodes. In section 4,

we undertake an independent approach to assess syn-

optic convective organization that does not rely on ei-

ther an EOF decomposition or a 2–6-day bandpass filter.

This technique allows us to detect times consistent with

(i), (ii), and (iii). A summary and conclusions are pre-

sented in section 5.

2. Review of MRG and EIG dynamics

MRGs and EIGs are normal modes of the linear

shallow-water equations (Matsuno 1966):

›u

›t
2byy1

›f

›x
5 0,

›y

›t
1byu1

›f

›y
5 0, and

›f

›t
1 c2=

H
� v5 0, (1)

where the variables are the horizontal velocity u and

y and the geopotential f. The parameters are the gravity

wave speed c5
ffiffiffiffiffiffiffiffiffiffiffi
gHeq

p
, the equivalent depth Heq, and

b5 2V/R, where V and R are Earth’s angular velocity

and radius, respectively. In the next section, we use

Heq 5 25m for the convectively coupled modes since

that appears to best fit the data (Wheeler and Kiladis

1999; Kiladis et al. 2009; K16, their Fig. 1a). The normal

modes are obtained by the method of separation of

variables, which yields the dispersion relation:

FIG. 1. Time–longitude section of 2–6-day-filtered CLAUS Tb26 in the tropical Pacific averaged (a) from 2.58 to
108N and (b) from 2.58 to 108S. Labels represent examples of a westward disturbance (I), a standing oscillation (II),

and eastward and westward disturbances in the same location (III).
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v2

c2
2 k2 2

k

v
b5

b

c
(2n1 1), (2)

where v is the frequency, k is the zonal wavenumber,

and the parameter n is related to the meridional struc-

ture of each mode (Matsuno 1966). The MRG and EIG

modes correspond to the case where n5 0. In this case,

the MRG and EIG frequencies are, respectively, the

negative and positive roots of (2):

v
6
5

ck

2
6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2k2

4
1 cb

r
. (3)

As discussed in K16 (section 2), an interesting contrast

between MRG and EIG dynamics is related to their

divergence fields. This contrasting behavior can be di-

rectly inferred based on their analytical divergence:

div52
y

c
(v

6
k1b) cos(kx2v

6
t)e2by2/2c , (4)

where the term v6k comes from the zonal gradient and

b comes from the meridional gradient. In the case of

MRGs, zonal convergence is out of phase with meridi-

onal convergence. In contrast, zonal and meridional

convergences are in phase in the case of EIG. Based on

the dispersion relation, MRGs and EIGs also satisfy

v
6
k1b5

v2
6

c
. 0. (5)

Note that (4) and (5) imply that

���� divEIGdiv
MRG

����5
�
v

1

v
2

�2

. 1. (6)

Figure 2 shows the ratio in (6) as a function of zonal

wavenumber for several values of Heq and implies that,

given the same external forcing, the total circulation of

the MRG response is much stronger than that for EIGs,

particularly for deeper Heq. However, even for the ob-

served scales of convectively coupled MRGs and EIGs

(Heq ’ 25m), Fig. 2 shows that the MRG velocity field

has to be 4 times larger than that of the EIG in order for

both disturbances to have the same divergence ampli-

tude (Fig. 3 in K16). In the stratosphere where

Heq ’ 120m, this ratio is even larger and could explain

the large westward bias in spectral power seen in Fig. 1b

from K16 as well as the fact that the leading EOFs of

zonal wind at 50 hPa (see Fig. 4 in K16) reveal only

westward-moving modes. We discuss these issues fur-

ther in section 4.

3. EOF analysis

a. Idealized data

In this section, we use two idealized cases to test the

ability of EOFs to distinguish between various types of

interference signals discussed in the introduction. First,

we superimpose the theoretical dynamical fields asso-

ciated with a single MRG and EIG mode, where all

fields are normalized to the same maximum divergence

amplitude, and they are in phase at the initial time (as in

Fig. 3 of K16). We choose the divergence field because

horizontal low-level convergence is proportional to as-

cent in a baroclinic model; thus, it is used here as a proxy

for moist convection. The second idealized case is sim-

ilar, except that for half the time the dataset is made up

of only MRG modes, followed by only EIG modes.

Time–longitude samples of these divergence fields are

shown in Fig. 3. The first case shown on the left panel is

denoted ‘‘MRG1EIG’’ and the second shown on the

right is denoted ‘‘MRG/EIG.’’ In both cases, the first

two EOFs are in quadrature and represent propagating

patterns similar to theMRGandEIG divergence seen in

Fig. 2 in K16, together explaining about 99% of the total

variance. As an aside, it is shown in appendix A that the

amount of variance explained by the first two EOFs is

substantially decreased by adding small-amplitude noise

to either MRG1EIG or MRG/EIG data, suggesting

that, despite the relatively small variance explained, the

first two EOFs of observed Tb26 in K16 are consistent

with physical processes.

Since the normalization implies that yMRG . yEIG, the

regression of meridional winds onto the first principal

component (PC) of the idealized MRG1EIG (Fig. 4)

shows westward propagation similar to the analogous

analysis based on the leading PC of Tb26 (see K16, their

FIG. 2. Ratio of EIG toMRGdivergence [from (6)] as a function of

zonal wavenumber for Heq 5 8, 12, 25, 50, 90, and 120m.
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Fig. 7). A similar result is obtained using the idealized

MRG/EIG PCs (not shown). On the other hand, the

divergence regressed onto either MRG1EIG or MRG/

EIG suggests slow eastward propagation, because for a

fixed wavenumber the EIG phase speed is larger than

that of the MRG. In fact, by adjusting Heq of either

MRGor EIGmodes so that the amplitude of their phase

speeds match, an analogous EOF decomposition yields

westward-propagating regressedmeridional winds and a

standing pattern in the divergence (not shown). A sim-

ilar result is obtained by adding a Kelvin wave mode to

MRG1EIG or MRG/EIG (not shown), which is likely

what occurs at times in Tb26 data, because the 2–6-day

band overlaps with variability associated with con-

vectively coupled Kelvin waves (Wheeler and Kiladis

1999; Kiladis et al. 2009).

While the EOF patterns are very similar in both

MRG1EIG and MRG/EIG cases, their differences can

be readily captured by lag correlating the first two PCs.

Specifically, the lag correlation between the first two

PCs in both MRG1EIG and MRG/EIG cases are in

very close agreement, including the overall weak lag

correlation (solid black and dashed black lines in Fig. 5);

however, computing the lag correlation during the

MRG period only (solid gray line in Fig. 5) or EIG only

(dashed gray line in Fig. 5) reveals much stronger cor-

relations at the expected lags, given the prescribed

MRG and EIG periods. To summarize, the EOF anal-

ysis applied to idealized cases suggests that weak lag

correlation between the first two PCs of Tb26 does not

necessarily imply that the first two EOFs are in-

dependent or that one of them represents a standing

oscillation pattern. That is, either interference or alter-

nating westward- and eastward-propagating distur-

bances can yield such weak correlations between PCs

that explain a similar amount of variance, as well as the

apparent disagreement between propagation directions

of the meridional winds versus divergence. Thus, EOFs

applied to theoretical flows suggest that a lag-correlation

analysis using a running window based on the leading

PCs of Tb26 could potentially highlight periods where

one mode is dominant over the other, and we now turn

to this approach.

b. Observations

Using the EOF decomposition from K16, Fig. 6 shows

that the lag correlation between the first two Tb26 PCs

(denoted PC1 and PC2) is weak at all lags, with irregular

FIG. 3. Time–longitude diagram of (a) MRG1EIG and (b) MRG/EIG nondimensional di-

vergence fields at 7.58N (see details in the text). The wave parameters used are k5 2 andHeq5
25m. Dark (light) gray shading is for positive (negative) anomalies.
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peaks that suggest a nearly 5-day period. Meanwhile, in

the case of Tb26 filtered for westward wavenumbers only

Tw
b26 associated with the pattern in Fig. 8a of K16, cor-

relations are strongest at lags of 61 days, with correla-

tions at longer lags displaying a 4.25-day period. As

mentioned earlier, the hypothesis that naturally emerges

is that if Tb26 is dominated by alternating westward and

eastward disturbances (MRG/EIG), we should be able

to identify a significant number of alternating periods of

strong positive or negative lag-1 correlations. To test

this, we calculate time-windowed lag-regression co-

efficients between PC1 and PC2 of Tb26. The time-

windowed lag correlation is defined as

GNT (n, t)5 g
t
(pcn1, pc

n
2), (7)

where

pcni 5PC
i
(n:n1N

T
2 1), (8)

gt is the cross correlation at lag t, NT is the discrete

time window, and n5 f1, NT , 2NT , . . .g is such that

intervals do not overlap. Both n and NT are integers

corresponding to the number of time steps, and

t units are days. The set of independent time intervals

INT
n 5 fn: n1NT 2 1g is not unique in the sense that it

depends on the initial date that the index n5 1 repre-

sents. To address this issue, the following results are an

average over various sets fINT
n g, where we vary the ini-

tial date from 1 to NT 2 1, with the index 1 representing

the first record date. We define the dimensional time

window: TW5NTdt, where dt is the data time step (3 h).

The choice of TW is motivated by the decorrelation

time of PC1 and PC2 using the entire record, which is

about 5 days. A short time window of 5 days can be

useful in detecting a specific event, whereas a longer

time window can capture a period where a particular

type of disturbance is dominant; thus, for the following

analysis, a range of TWs are used and interpreted ac-

cordingly. To physically interpret the time-windowed

analysis, recall that based on the EOF patterns shown in

K16, positive (negative) correlation at negative lags

represents westward (eastward) propagation (see their

Fig. 5). The correlation statistical significance is tested

based on the p value calculated by transforming the

correlation at each lag to create a t statistic with NT 2 2

degrees of freedom, and, in the results shown next, we

FIG. 6. As in Fig. 5, but for lag correlation between the first two PCs

of Tb26 (solid) and Tw
b26 (dashed).

FIG. 4. Lag–longitude diagram of MRG1EIG divergence at

7.58N (shading) andmeridional wind on the equator regressed onto

the first PC of MRG1EIG. Both variables are nondimensional,

and contour intervals are 1 std dev starting at 1 std dev. Dark gray

shading (solid contours) is for positive anomalies and light gray

shading (dashed contours) is for negative anomalies.

FIG. 5. Lag correlation between the first two PCs of MRG1EIG

(solid black), MRG/EIG (dashed black), MRG only (solid gray),

and EIG only (dashed gray).
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use p, 0:1 as the threshold for the statistical signifi-

cance. Other methods based on bootstrapping were

tested and yielded similar results (not shown).

In view of the fact that the lag correlation of Tw
b26

peaks at around 61 day (Fig. 6), our index for selecting

westward versus eastward times is based on the mean

correlation over lags between 22 and 0 days:

G
NT

022(n)5mean[GNT (n, t)]
(22,t,0)

. (9)

The estimated probability density function (pdf) of

statistically significant GNT

022 is shown in Fig. 7a for vari-

ous time windows. The pdfs are clearly bimodal, and

for a fixed TW the positive and negative peaks are lo-

cated at approximately the same correlation amplitude.

In addition, there is an inverse relationship between TW

and peak correlation amplitude: the larger the TW, the

weaker the peak correlation amplitude. Figure 7b shows

that the partition between westward- (GNT

022 . 0) and

eastward- (GNT

022 , 0) propagating segments is close to

even, with slightly more westward segments for all

choices of TW. The lag-correlation composite on the

westward cases (Fig. 7c) is similar to the lag regression of

Tw
b26 PC1 and PC2 shown in Fig. 6, whereas the lag-

correlation composite on the eastward cases suggests a

slightly shorter period, which is consistent with the dif-

ference in periods between observed convectively cou-

pled MRGs and EIGs (Wheeler et al. 2000; Kiladis

et al. 2009).

It is important to note that, based on our correlation

criteria, the propagating segments for all choices of TW

represent only about 30% of the total time intervals

(Fig. 7b). A similar composite to the ones shown in

Fig. 7c, including only the remaining 70% of the cases

(i.e., noncorrelated intervals) reveals only weak corre-

lations at all lags, with a very similar structure as the one

shown in Fig. 6 (not shown). This result suggests that,

while periods of MRG/EIG are present for about 30%

of the record in observations, for the remaining 70% we

cannot conclude whether the weak correlation between

PC1 and PC2 is due to independent standing oscillations

or a simultaneous interference between westward and

eastward disturbances (MRG1EIG). To resolve this

issue, many variations of this method have been at-

tempted, but these produce similarly inconclusive re-

sults, which motivated the completely independent

analysis presented next.

4. An object analysis of MRGs and EIGs

An alternative approach to investigating synoptic

convective organization is to objectively identify con-

tiguous cloud regions (CCRs) in Tb data. For object

tracking, it is important to use the highest spatial and

temporal resolution data possible, so we start with the

original 3-hourlyTb dataset at 0.58 horizontal resolution.
The algorithm used is presented in detail in Dias et al.

(2012); the only difference here is that, instead of ap-

plying the detection algorithm to raw Tb data, we apply

it to Tb filtered for planetary zonal wavenumbers less

than 10 (T10
b ). The primary reason to use spatially fil-

tered data is that propagating CCRs in raw data tend to

be at mesoscales, whereas synoptic-scale convection is

typically as a result of organization of these smaller-

scale CCRs (Dias et al. 2012). We choose to filter only in

space because we are interested in detecting the life

cycle of these synoptic CCRs without preselecting fre-

quencies by using a temporal filter. The wavenumber

filter implies that, here, CCRs should be interpreted

FIG. 7. (a) PDF of Tb26G
n
022 using various segment lengths (days):

TW5 6 (solid), 8 (dashed), 12 (dotted), 16 (dashed–dotted), and 24

(crosses). (b) Percentage of segments where PCs suggest westward

(positive correlation; gray bars) and eastward (negative correla-

tion; white bars) propagation. (c) Lag-correlation composites on

westward (black) and eastward segments (gray), where the symbols

correspond to different TW following the same convention

from (a).
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as a proxy for synoptic-scale envelopes of organized

convection.

a. Method

While we refer to Dias et al. (2012) for details on the

algorithm implementation, it is worthwhile to summa-

rize some of its relevant features. The first step is to

search for contiguous regions in the three-dimensional

space of latitude, longitude, and time where T10
b falls

below a given threshold. To illustrate, Fig. 8a shows one

example of a CCR detected in T10
b . The location of each

CCR is defined by its centroid in the space of latitudeLy,

longitude Lx, and time Lt. Their propagation direction

and speed are calculated using the best-fit method de-

veloped inDias et al. (2012) such that, for each CCR, the

zonal and meridional speed of propagation (spx and spy)

are estimated. In addition, we develop a test for the

coherence of the zonal and meridional CCR propaga-

tion characteristics (Tx and Ty), which yields one if the

CCR propagates coherently at the estimated speed and

zero otherwise. In essence, for each CCR, we test for the

spx (spy) variance across its latitudinal (longitudinal)

cross sections (see details in appendix B). In the fol-

lowing analysis, we focus on the coherence of the

propagation direction as opposed to the speed, because

our estimates of spx and spy are somewhat sensitive to

both data filtering and threshold, whereas the CCR lo-

cation and propagation coherence are much more ro-

bust estimates. The coherence test is illustrated in

Fig. 8b, where the green lines correspond to speed es-

timates based on subsamples of the CCR cross sections

and the blue solid line represents the area-weighted

mean speed. Figure 8c is similar to Fig. 8b, but for spy. In

this example, spx 5223:4m s21, spy 5 6:1m s21, Tx 5 1,

andTy 5 1, meaning that the CCR represents a region of

enhanced cloudiness that moves northwestward co-

herently. The lifespan dt is given by the difference be-

tween the CCR initiation and end times and is 4 days for

this example.

In the present analysis, we retain only CCRs that last

for at least 1 day, span more than 500 km in latitude, and

with centroids located between 1208E and 1208W and

between 208S and 208N [we refer to this region as the

tropical Pacific (TP)], which is the same area used for the

EOF analysis in K16. The threshold is chosen to maxi-

mize the number of CCRs that last for more than 2 days

and that span at least 1000kmmeridionally. To calculate

this optimized threshold, we detect CCRs at thresholds

FIG. 8. Example of a coherent CCR: gray contours correspond to (a) longitude–latitude–time view, (b) longitude–

time view, and (c) latitude–time view. In (b) and (c) the blue lines show spx and spy, and the green lines show examples

of sprx and spr
y (see appendix B for details).
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ranging from the 1st to the 25th percentiles of the dis-

tribution ofT10
b , including data from all grid points in the

TP region. To avoid a seasonal bias on the number of

CCRs, the percentiles are calculated for December–

February (DJF), March–May (MAM), June–August

(JJA), and September–November (SON) independently.

The optimum threshold varies between the 5th and 10th

percentiles depending on the season, and since CCR

location and coherence are not particularly sensitive to

thresholds within this range, the results presented are

based on the seasonal 5th percentile of T10
b .

b. CCR statistics

Figure 9a shows a two-dimensional histogram of

CCR centroids in the space of latitude and longitude

(Lx 3Ly). Not surprisingly, the CCR distribution follows

FIG. 9. (a) Longitude–latitude count of CCRs based on their centroids (Lx, Ly). (b) Partition of NTPCCRs among

the ones that propagate coherently in both zonal and meridional directions (ZP&MP), only in the zonal direction

(ZP), and only in the meridional direction (MP), as well as the ones that are not coherent (NP). (d) Partition of NTP

CCRs that propagate coherently in the zonal direction among westward, standing, and eastward cases (details in the

text). (f) Partition of NTP CCRs that propagate coherently in the meridional direction among southward, standing,

and northward cases (details in the text). (c),(e),(g) As in (b),(d), and (f), respectively, but for STP CCRs.
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the climatological South Pacific and intertropical con-

vergence zones (SPCZ and ITCZ, respectively), with a

primary peak in the Northern Hemisphere east of the

date line and a secondary peak in the Southern Hemi-

sphere around the date line. This distribution matches

well with the regions of enhanced synoptic variability in

Fig. 2c of K16. There are about 4300 CCRs that meet our

size and location constraints, and because the region near

the equator is relatively dry within the TP, CCRs are split

into two disjoint sets: northern TP (NTP) if Ly . 0 and

southern TP (STP) ifLy , 0. Figures 9b and 9c show that,

based on our coherence criteria, and in both NTP and

STP, about 60% of all CCRs are coherently propagating

only zonally (Tx 5 1 and Ty 5 0), and about 20% are

coherently propagating in the zonal and meridional di-

rections (Tx 5 1 and Ty 5 1). Less than 5% of CCRs are

coherent in only the meridional direction (Tx 5 0 and

Ty 5 1), and between 5% and 10% of CCRs are not co-

herent in either direction (Tx 5 0 and Ty 5 0). While the

propagation characteristics of CCRs are similar when

seasons are analyzed independently, the Lx 3Ly distri-

bution varies substantially. The annual distribution

(Fig. 9a) is in close agreement with the JJA and SON

distributions (not shown), because about 2/3 of all CCRs

occur in those seasons. DuringMAM there are two peaks

in each hemisphere, one located to the west and the other

to the east of the date line. In DJF the NH peak is largely

shifted to the west. There is an additional peak at the

northern edge of our domain in the eastern Pacific, which

is likely due to extratropical intrusions (Kiladis 1998;

Funatsu and Waugh 2008), and those are excluded from

our analysis.

Figures 9d and 9e show the partition of the zonally

coherentCCRs (Tx 5 1) intowestward (spx ,22:5m s21),

eastward (spx . 2:5m s21), and standing (jspxj, 2:5m s21).

The 2.5m s21 value is chosen based on the mean error in

our estimate of spx and spy induced by changing CCR

sizes by one grid point in each direction. Note that, while

the zonal propagation partitioning is close to uniform

in the STP, westward-moving CCRs are more dominant

in theNTP.The partitioning for the annualmean shown in

Figs. 9d and 9e does not have a strong seasonal cycle,

except during SON, where westward-moving CCRs are

even more dominant (about 50% of CCRs). This result

is consistent with the results from Hendon and

Liebmann (1991), as discussed in K16. Figures 9f and 9g

show a similar partition, except for the meridionally

coherent CCRs (Ty 5 1). Based on Figs. 9f and 9g, CCRs

in NTP tend to propagate northward, while CCRs in

STP tend to propagate southward, which is consistent

with the lag-regression analysis from K16. We also note

that there is no strong seasonal cycle in the distributions

displayed in Figs. 9f and 9g (not shown).

Aside from the similar propagation characteristics

between CCRs in the STP and NTP, these two sets are

also similar in lifespan and size (not shown). In addi-

tion, for about 80% of NTP CCRs, there is at least one

STP CCR that occurs less than 3 days apart from that

NTP CCR, where the timing is based on the difference

between the two Lt periods. This result is also in

agreement with the EOF and spectral analysis from

K16 in that it suggests a link between CCRs in each

hemisphere. In the next section, we turn to a com-

posite analysis of CCRs that further supports this

relationship.

c. CCR composites

Composites are calculated by shiftingLx to a center

longitude and Lt to day 0. Statistical significance of

the composite is then estimated using a t test at each

grid point. This calculation was done using 2–20-day

bandpass-filtered Tb at the original 0.58 spatial reso-
lution and ERAI data at 2.58 to characterize dy-

namical anomalies associated with the CCRs. To

identify MRG versus EIG types of disturbances, the

results shown next include only CCRs that are zon-

ally coherent and with centroids in the NTP. The

shaded and contoured regions in the lag composites

(Figs. 10 and 11) indicate regions where the anoma-

lies are statistically significant and larger than one

standard deviation. In addition, 2–20-day-filtered winds

at 850hPa are shown.

Figure 10 compares the lag–longitude composites

of NTP CCRs, based on the partitioning shown in

Fig. 9d. By construction, the anomalous Tb patterns

indicate westward, standing, and eastward propaga-

tion from top to bottom, respectively. In the case of

the westward composite (Fig. 10a), meridional wind

anomalies are roughly out of phase with Tb, which is

consistent with the MRG theoretical structure. This

relationship is weaker in the standing composite

(Fig. 10b), where, in addition, the meridional winds

and Tb coupling last for a much shorter period than

indicated in the westward case (Fig. 10a). In contrast

to the westward and standing cases, the eastward

CCR meridional wind pattern is not strongly coupled

to Tb (Fig. 10e). We note that the zonal wind com-

posites show the inverse behavior: zonal wind

anomalies are nearly standing in the westward case

(Fig. 10b), they suggest eastward propagation in the

standing case (Fig. 10d), and they are strongly cou-

pled with the eastward-moving Tb anomalies in the

eastward case (Fig. 10f). In addition, as expected from

EIG theory, assuming that Tb is in phase with low-

level convergence, Fig. 10f also shows Tb and zonal

wind anomalies nearly in quadrature. The estimated
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FIG. 10. (a) Lag–longitude NTP westward CCR composites of 2–20-day Tb (shading) averaged from 2.58 to
12.58N and 2–20-day meridional winds at 850 hPa (contours) averaged from 7.58S to 7.58N. (b) As in (a), but for

zonal winds at 850 hPa averaged from 2.58 to 12.58N. (c),(d) As in (a) and (b), respectively, but for NTP stand-

ing CCR composites. (e),(f) As in (a) and (b), respectively, but for NTP eastward CCR composites. Shading in-

terval is 1 K, starting at 11 (red) and 21K (blue). Contour interval is 0.2m s21, starting at 10.1 (solid) and

20.1m s21 (dashed).
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FIG. 11. As in Fig. 10, but for lag–latitude NTP CCR composites. In all panels, the zonal average is calculated from

1608E to 1608W. Shading and contours also as in Fig. 10.
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phase speed based on the slope of Tb anomalies is

around 20m s21 for westward-moving CCRs and

25m s21 for the eastward ones.

Figure 11 is similar to Fig. 10, but for lag–latitude

composites. In the three cases, Tb anomalies are nearly

antisymmetric with respect to the equator, and meridi-

onal wind anomalies are nearly symmetric, features both

in agreement with the expected MRG/EIG structure.

Interestingly, poleward Tb propagation is also evident in

all three cases. One notable difference among the three

composites is that Fig. 11b suggests that the standing

cases have shorter periods than both eastward and

westward cases. Specifically, the periods inferred from

the meridional wind composites at the equator are

4.3 days for westward cases, 3.4 days for standing cases,

and 3.9 days for eastward cases. In addition, as in Fig. 10,

the meridional wind–Tb coupling persists the longest for

the westward composite (Fig. 11a). Zonal wind anom-

alies (right column in Fig. 11) are relatively less orga-

nized, but there is some suggestion of antisymmetry,

particularly in the eastward composite (Fig. 11f).

Figure 11 also indicates that poleward propagation in-

ferred from bothmeridional and zonal wind anomalies is

much weaker than for Tb anomalies. While Matsuno’s

theory predicts antisymmetric divergence patterns for

MRGs and EIGs, the asymmetry with respect to the

equator in the Tb composites is evident in all cases, and

there are a number of reasons for that to occur. For in-

stance, not all CCRs represent an MRG or EIG type of

disturbance; therefore, while there is always a negative

Tb perturbation north of the equator, there is not

necessarily a corresponding positive Tb anomaly south

of the equator for every composite member. Another

potential source of asymmetry comes from the fact that

convection associated with each CCR is likely not en-

tirely explained by low-level convergence associated

with MRGs or EIGs. For example, an antisymmetric

disturbance could be a response to off-equatorial heat-

ing, in which case the CCR would include Tb anomalies

from both the forcing and response. Other sources, such

as nonlinearities and the basic state, are discussed in

section 5.

The relationship between STP and NTP CCRs is

quantified by calculating the pattern correlation be-

tween the composites at each lag using only NTP versus

only STP CCRs. The pattern correlation for all variables

is calculated after flipping north and south grid points

and switching the sign of the meridional wind of the STP

composites, which means that, when NTP and STP

composites are similar, the pattern correlation should be

positive. Focusing once more only on zonally coherent

CCRs and the associated circulation at 850hPa, Fig. 12

shows the pattern correlation of NTP and STP Tb, me-

ridional wind, and zonal wind anomalies for westward,

standing, and eastward CCRs. Only correlations that are

significant at the 95% confidence level are shown, where

it is assumed that anomalies follow a normal distribu-

tion. Also, only grid points where both NTP and STP

FIG. 12. Lag–pattern correlations between NTP and STP CCR composites for Tb (black dots), meridional wind

at 850 hPa (gray crosses), and zonal wind at 850 hPa (gray circles) for (a) westward-moving, (b) standing, and

(c) eastward-moving CCRs. Only statistically significant correlations are shown (details in the text).
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anomalies are significant are used to calculate each lag’s

pattern correlation. Note that, in all panels, the strongest

correlations occur between NTP and STP Tb anomalies,

followed by meridional wind anomalies for the west-

ward (Fig. 12a) and standing (Fig. 12b) composites, and

zonal wind anomalies for the eastward composite

(Fig. 12c). As expected, the pattern correlation decays

away from lag 0 in all cases and for all variables. In-

terestingly, while significant correlations persist the

least in the case of the standing composites, in this

case, Tb pattern correlations above 0.5 last the longest

(Fig. 12b). Overall, Fig. 12 shows that NTP and STP

CCR composites are in reasonable agreement with one

another, particularly during the 2–3 days on either side

of lag 0. Importantly, the object-approach results re-

ported here using T10
b are very similar to those when

using Tb26 (not shown). Moreover, we obtain periods

consistent with the spectral and EOF analysis of K16,

despite the fact that no bandpass temporal filtering was

applied to Tb in order to generate the original CCR

dataset.

Based on the composites shown in Figs. 10 and 11, we

conclude that westward and eastward CCRs are in rea-

sonable agreement with the expected behavior ofMRGs

and IGs from Matsuno’s theory. In view of the theo-

retical structures of these modes shown in section 2,

perhaps these results are not too surprising. In a shallow-

water system, both MRGs and EIGs can be excited by

off-equatorial disturbances (Silva Dias et al. 1983;

Zhang and Webster 1992; Zhang 1993). Because the

theoretical MRG divergence is dominated by its me-

ridional component, assuming that westward-moving

CCRs are representing convection associated with

MRG-like disturbances, we would expect to see a

stronger relationship between Tb and meridional di-

vergence as a result of north–south wind anomalies. This

is in contrast to the theoretical divergence for EIGs that,

for large enough zonal wavenumbers, is dominated by

its zonal component; thus, EIG Tb and zonal wind

anomalies should be more strongly related, which is

what the eastward CCR composites suggest. Another

remarkable feature of the composites is that the stand-

ing CCR composites show westward-moving meridional

wind anomalies and eastward-moving zonal wind

anomalies. This result suggests that standing CCRs are

indeed cases of simultaneous linear interference be-

tween MRG and EIG types of disturbances, because in

this case Tb anomalies would be coupled with the me-

ridional winds associated with the westward-moving

disturbance, while the zonal wind would be associated

with the eastward-moving disturbance. Specifically, our

interpretation of Figs. 10c and 10d is based on the fol-

lowing approximations:

T
b
}2div

EIG
}2›

x
u
EIG

, (10)

T
b
}2div

MRG
}2›

y
y
MRG . (11)

Note that, because this is an approximation based on the

dominant component of the divergence, our in-

terference interpretation is not inconsistent with section

2, where it is shown that, for the MRG and EIG di-

vergences to match the total, MRG circulation has to be

stronger than the EIG circulation.

5. Summary and conclusions

Results from two completely independent analyses,

one based on EOFs and the other one based on object

tracking, are used to characterize the behavior of

synoptic-scale convective activity in the tropical central

Pacific. The EOF analysis is based on the results from

K16, and the object-based algorithm involves detecting

contiguous regions of enhanced cloudiness in the space

of longitude, latitude, and time, referred to as CCRs. To

motivate the latter approach, we first calculate EOFs of

idealized data consisting of only MRG and EIG theo-

retical modes. This preliminary analysis reveals com-

monalities with the observational results from the EOF

decomposition of K16. In particular, it indicates that

alternating or overlapping patterns of westward and

eastward disturbances are hardly distinguishable from

one another based on the EOF approach. This result

motivates the hypothesis that the standing pattern of

oscillation in the tropical central Pacific discussed inK16

is due to an interference between MRG- and EIG-like

disturbances. To further investigate this hypothesis, we

then apply an independent analysis based on the object-

based algorithm mentioned above. In agreement with

the antisymmetric component of the space–time power

spectrum of Tb (K16, their Fig. 1a) that shows enhanced

power along the dispersion curves of the MRG and EIG

modes of Matsuno’s theory, the object-based algorithm

identifies a large percentage of CCRs that are zonally

coherent. Depending on whether CCRs are located

north or south of the equator, roughly 25%–30% of the

zonally coherent CCRs are standing, 35%–45% are

westward propagating, and 30%–35% are eastward

propagating (see Figs. 9d and 9e). These results support

the interpretation that the EOF patterns from K16 are

mostly due to an alternating interference between

westward and eastward synoptic disturbances.

The CCR composites revealed that these synoptic

disturbances follow theoretical linear dynamics to a re-

markable degree. For instance, consistent with K16 and

with theoretical MRGs, the westward-moving CCRs are

associated with Tb and low-level meridional wind

anomalies moving coherently at about 21m s21 toward
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the west with a period of about 4.25 days. Also, as pre-

dicted by MRG theory, Tb anomalies are antisymmetric

with respect to the equator, whereas meridional wind

anomalies are symmetric. The zonal wind, however, is

much less organized, which is not surprising, because the

MRG meridional divergence controls the sign of the

total divergence (as shown in section 2), implying that

the association between cloudiness and the zonal wind

flow would be much harder to detect in the composites

than the meridional flow component. Analogous rea-

soning supports the more noisy meridional flow in

comparison with the zonal flow associated with eastward-

moving CCRs because EIG divergence is dominated by

its zonal component. Note that, because it is the low-level

divergence that is related to Tb and not the winds, the

composites in Figs. 10 and 11 cannot capture the theo-

retical prediction that the MRG winds have to be stron-

ger than the EIG winds in order for their divergences to

have the same amplitude.

The structure of eastward-moving CCRs is also in

agreement with EIGs from shallow-water theory in that

their Tb and zonal wind anomalies are antisymmetric

with respect to the equator, whereas meridional wind

anomalies are symmetric. Moreover, as estimated by

K16, the eastward-moving CCRs propagate at about

25ms21, and their period is about 3.5 days. The zonally

standing composites are particularly interesting as they

show low-level zonal winds moving toward the east,

which is likely characterizing the EIG component of an

‘‘MRG1EIG’’-like interference signal, along with me-

ridional winds propagating to the west consistent with

the MRG component of this interference. Our results,

therefore, imply that 25%–30% of standing CCRs are

cases of a simultaneous interference signal that is also

consistent with shallow-water theory in that they behave

similarly to our idealized MRG1EIG test case.

While the analyses presented here in combination

with K16 provide substantial observational evidence of

the expected contrast in behavior between MRGs and

EIGs from shallow-water theory, there are also notable

differences. For example, the observed disturbances

often deviate from Matsuno’s symmetric or antisym-

metric amplitudes with respect to the equator, and this

could be due to a variety of processes. For instance, at

times there is likely to be interference with other types

of equatorial waves, such as Kelvin, equatorial Rossby,

or easterly waves. Another potential impact to the be-

havior of the waves involves horizontal and vertical

wind shear within the basic state, which is known to af-

fect the eigenfunctions of the shallow-water system

(Zhang and Webster 1989, 1992; Zhang 1993; Han and

Khouider 2010; Monteiro et al. 2014). In addition,

nonlinear effects coming from moisture–wave coupling

may play a substantial role in altering the disturbance

structures. Another important distinction from linear

theory is related to the poleward propagation of Tb

anomalies that both the object approach and EOF

analysis imply. This meridional propagation could, for

example, be due to a secondary meridional circulation

induced by latent heating associated with theMRG- and

EIG-like disturbances. As discussed by K16, we plan to

further investigate these departures from MRG and

EIG linear dynamics through an analysis of MRG and

EIG moisture budgets in a future study.
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APPENDIX A

MRG and EIG Interference Signal with Noise

A remarkable difference between the EOF analysis of

shallow-watermodes and observed data is the amount of

variance explained by the leading patterns. Specifically,

K16 show that the first two EOF components of Tb26

explain about 6.5%of the total variance, in contrast with

the idealized cases from section 3 that explain about

99%. This is likely because theTb26 dataset is made up of

organized convective variability at multiple interacting

scales, as well as background noise. Variance-based

methods are known to be very sensitive to noise

(North et al. 1982), which is easily illustrated by adding

red noise to the ‘‘MRG1EIG’’ dataset:

div
r
5div

MRG1EIG
1 r . (A1)

The noise r is modeled using a univariate lag-1 au-

toregressive process:

rn(x, y)5arn21(x, y)1 z
n
(x, y), (A2)

where n is the discrete time step, a is the assumed lag-1

autocorrelation, and zn is taken from Gaussian white

noise (Torrence and Compo 1998). Assuming a decor-

relation time of 2 days, and normalizing r so that its

amplitude is at most 10% of the wave amplitude, the

leading EOFs and PCs of divr are in close agreement

with the ones from divMRG1EIG (not shown). On the

other hand, noise has a substantial impact on the amount

of explained variance, which, for this particular choice of

parameters, decreases to about 60%. In the case of white

noise (a5 0), the leading EOFs are still similar to the
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case without noise but explain only 24% of the total

variance.

While a complete analysis of the impact of various

types of noise in the EOF decomposition is beyond the

scope of this paper, the examples shown here suggest

that the relative low amount of variance explained may

be due to noise and/or multiscale convective processes

not necessarily related to MRGs and EIGs.

APPENDIX B

The Propagation Coherence Criteria

CCRs are connected regions such that Tb(x, y, t)#Tb0,

where Tb0 is the threshold temperature. Mathematically,

they are represented by

CCR(x, y, t)5 1 if T
b
(x, y, t)#T

b0
and (B1)

CCR(x, y, t)5 0 if T
b
(x, y, t).T

b0
, (B2)

where (x, y) are the zonal and meridional distances and

t is time. The mean CCR in the meridional and zonal

directions are defined as CCR(x, t)y and CCR(y, t)x. The

phase speeds spx and spy are then calculated by

applying a Radon transform to CCR(x, t)y and

CCR(y, t)x, respectively [as illustrated in Fig. B1 in Dias

et al. (2012)]. The only differences in the methodology

used here are that we calculate an area-weighted aver-

age, and we do not use a variance cutoff, which means

that every CCR has an assigned phase speed estimate.

This step is illustrated in the case of the CCR shown in

Fig. 8a, where spx and spy correspond to the solid lines in

Figs. 8b and 8c. To test for coherence of the CCR

propagation speeds, we apply a bootstrapmethod where

we create, for each CCR, 1000 samples of random sets of

cross sections to calculate the zonal or the meridional

CCR average and then estimate spr
x and spr

y for each

realization of this process. The dotted green lines in

Figs. 8b and 8c represent realizations of the phase speed

estimates. Intuitively, we are testing whether the CCR

speeds inferred from its mean is representative of the

CCR propagation direction through its lifetime. The

samples of spr
x and spr

y yield an estimate for the confi-

dence interval of spx and spy. With that, we define zonal

(meridional) coherence when spx (spy) lies within the

90% confidence interval, with the CCR considered not

zonally (meridionally) coherent otherwise.
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